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Abstract—Traditionally, robotic hand grasping is realized by 
rigid robotic hands or grippers, which requires high-resolution 
sensor feedback and delicate control algorithm. Recently, soft 
robotics has emerged as an alternative approach to humanoid 
robotic hand design. But due to distinctive material, structure, 
actuation mechanism, limited degrees-of-freedom (DOF) of soft 
robots, their control raised new challenges. Most existing soft 
robot control strategies are based on the simple on/off signal, 
rather than intuitive, real-time control for dexterous grasping and 
manipulation tasks. In this paper, we present an intuitive grasping 
control for our proprietary 13-DOF humanoid soft robotic hand, 
BCL-13. This control approach allows all the 13 independent 
DOFs to be controlled continuously by intuitive human hand 
poses. Real-time human hand joint angles are captured by Leap 
Motion Controller. Then the human hand joint angle position is 
mapped into the robotic hand joint through our dedicated filter. 
Finally, the robotic hand joint actuation commands are regulated 
by the lower-level pressure controller. With passive compliance, 
the proposed intuitive grasping process can achieve excellent 
grasping performance and safety without strict accuracy 
requirements. This approach shows potential for dexterous 
humanoid robotic hand control for safe and intuitive interactions.  

  Index Terms- Humanoid grasping and manipulation, Soft 
Robotics, End Effectors. 

Ⅰ. INTRODUCTION 

obotic hand is the interface between a robot and the 
surrounding environment and humans [1-3]. Traditional 

robotic hands usually have fingers connected by rigid pin joints, 
mostly driven by electric motors. They need high-resolution 
force and position sensor feedback, as well as delicate control 
algorithm to realize successful grasping and manipulation [4, 
5]. The whole system requires high accuracy for both 
mechanism and control [6, 7]. Recently, soft robotics has 
emerged as a promising approach for humanoid robotic hand 
design [8-10]. Inherent compliance and adaptability of soft 
robotics make them suitable for safe human-robot interaction 
(e.g. service robots, rehabilitation robots, personal robots, etc.). 
Due to intrinsic compliance, soft grippers exhibit excellent 
adaptability to the unstructured environment [11–16]. This 
adaptability significantly reduces the complexity of the 
grasping system by getting rid of high accuracy sensory 
feedback and controller sophistications. Such benefits 
dramatically increase design flexibility and affordability of the 
robotic end-effector design.  

The performance of soft robotic hand depends on the 
cooperation of the mechanism and control system. However, 
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the control strategies for existing soft robotic hands are mainly 
binary due to the solenoid valves, which are sufficient for 
existing soft robotic hands with low-DOF (typically 2-5) 
mechanisms [17-20]. Most soft robotic fingers are composed 
of one DOF pneumatic-driven soft actuator [17, 19, 20], 
trajectory of which follows a predefined curve and accept only 
one input reference.  

A refined control strategy suitable for dexterous soft robotic 
hands with more DOFs will be helpful to enhance the grasping 
performance. In hand mechanism level, our previous work 
presented a dexterous humanoid soft robotic hand, BCL-13 
[13], which has 13 fully actuated DOFs based on human hand 
model reduction. The mechanism of the hand is capable of 
dexterous grasping and in-hand manipulation [13]. Although 
the preliminary pressure based control presented in our 
previous work was effective for individual joint motion control, 
the challenges of the coordinative high-level control and action 
planning were not addressed due to the hand’s significant 
dexterity combined with the inherent compliance of the target 
soft-robotic system [13]. 

In this paper, we propose an intuitive grasping control 
approach for humanoid soft robotic hand as illustrated in Fig. 
1. This approach is based on the reduced joint-to-joint mapping, 
which maps the human hand joint motion onto the existing soft 
robotic hand joint [21-22]. Two characteristics of 
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Figure 1. The concept of the proposed intuitive grasping control for the 
BCL-13 humanoid soft robotic hand. 
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soft robotic hands enable the reduced joint-to-joint mapping. 
One is the inherent compliance of the soft hands which 
compensates for the position inaccuracy caused by the hand 
model reduction. The second is the design intention for such 
soft hands are more focused on adaptable grasping and safe 
human-robot interaction, which grants some leniency on in-
hand manipulation. Thus the reduced joint-to-joint mapping 
can be applied to the soft robotic hands. We capture the human 
hand motion through Leap Motion Controller (LMC) [23-25], 
which is then processed into the hand joint angle information. 
The joint angle information is mapped onto the robotic hand 
input value, which is air pressure in this work. The input 
pressure is sent to each joint of the robotic hand based on the 
pressure based control. Finally, the soft robotic hand can be 
intuitively controlled by the human hand motion.  

Details of the human hand model reduction and reduced 
Joint-to-Joint mapping are discussed in Section II. In Section 
III, experiments are conducted with BCL-13 to validate the 
performance of the reduced Joint-to-Joint mapping based 
intuitive control. 

 Human hand Leap hand BCL-13 

1.  H-1 L-1 B-1 
2.  H-2 L-2 B-2 
3.  H-3 L-3 B-3 
4.  H-4 L4 B-13 
5.  H-5 - - 
6.  H-6 L5 B-4 
7.  H-7 L-6 B-5 
8.  H-8 L-7 B-6 
9.  H-9 L-8 - 
10.  H-10 L-9 B-7 
11.  H-11 L-10 B-8 
12.  H-12 L-11 B-9 
13.  H-13 L-12 - 
14.  H-14 L13 B-10 
15.  H-15 L-14 B-11 
16.  H-16 L-15 B-12 
17.  H-17 L-16 - 
18.  H-18 L-17 - 
19.  H-19 L-18 - 
20.  H-20 L-19 - 
21.  H-21 L-20 - 
22.  H-22 - - 
23.  H-23 - - 

Ⅱ. INTUITIVE GRASPING CONTROL FOR MULTI-DOF 

HUMANOID SOFT HAND 

A. BCL-13, a 13 DOF humanoid soft robotic hand. 

The humanoid soft robotic hand, BCL-13, used in our 
grasping control is presented in Fig. 2 [13]. BCL-13 has 13 
DOFs with 4 fingers (Fig. 3(b)). Each finger has 3 fully 
actuated joints. With 3 independently controlled joints, the 
finger of BCL-13 can reach a human finger’s workspace [13] 
(Fig. 3(c)). One palm DOF is designed to enable the thumb to 
oppose towards the other fingers to form a common workspace. 
Our previous work demonstrates the BCL-13 is capable of 
dexterous grasping and in-hand manipulation [13].     

B. Reduced joint-to-joint mapping. 

  The proposed grasping control is based on capturing the 
human hand motion with LMC, then mapping the information  
of human hand motion into robotic hand input commands. To 
realize such intuitive grasping control, we have to study and 
understand the kinematics of different hand models first. Then 
we map the related joints across different models.  

Figure 3. The BCL-13 humanoid hand. (a) The mechanism of 3 DOF 
humanoid soft robotic finger. (b) The assembly of BCL-13. (c) The 
humanoid robotic finger’s workspace 

3×3-DOF 
Soft Robotic 
Finger 

1×3-DOF Soft 
Robotic Thumb 

1 DOF Palm 
Palm assembly 
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Table I. Reduced joint-to-joint mapping between three kinematic 
models. 

Figure 2. The hand kinematic models comparison. (a) A standard human hand model with 23 DOFs numbered H-1 to H-23. (b) The Leap-Motion-captured 
source data depicted as a 20-DOF model with DOFs numbered as L-1 to L-20. (c) The 13-DOF soft robotic hand model numbered as B-1 to B-13. 
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  There are three important hand kinematic models in this 
control: the human hand model, the Leap virtual hand model, 
and the humanoid soft robotic hand model, BCL-13. 
  The kinematic model of the human hand is illustrated by 
listing all the functional degree of freedoms (DOFs) in the hand. 
A commonly accepted 23-DOF human hand model is shown in 
Fig. 2(a) [26, 27], with 5 DOFs in the thumb, and 4 DOFs in 
each of four fingers, and the remaining 2 DOFs in the palm at 
the base of ring and little finger respectively [13]. The source 
data captured by LMC is the relative positions of each bone in 
the human hand, which are represented as vectors in space. The 
source data can be represented as a 20-DOF standard Leap 
virtual hand model as shown in Fig. 2 (b). The output kinematic 
model of BCL-13 is presented in Fig. 2(c). The DOFs of each 
model are numbered as H-1 to H-23, L-1 to L-20, and B-1 to 
B-13 respectively.  
  The reduced joint-to-joint mapping for the three models is 
presented in Table I. The 23 DOF human hand model is 
mapped to the 20 DOF Leap hand model. Two palm DOFs, H-
22 and H-23, and one thumb DOF, H-5, were reduced in this 
mapping. Then, the 20-DOF Leap hand model is mapped to the 
BCL-13. In this mapping, the BCL-13 captured 12 DOFs in the 
bending joints except for the reduced little finger. One thumb 
opposition DOF in the palm can enable the thumb opposability. 
As a result, the BCL-13 can mimic the human finger bending 
range and the pose of the human hand.  

C. Control and actuation of a single soft robotic DOF. 

  As shown in our previous work [13], [28]–[31], each joint  
was processed by a pressure based controller (PBC) to tune the 
input and exhaust pressure. Saturation filter, which is an 
automatic over-actuation protection mechanism, was used for 
each joint so that the maximum input pressure can be restricted 
within the range of bearable pressure. The single joint control 
diagram is illustrated in Fig. 4, including a saturation filter, a 
controller (C1), two solenoid valves regulating the pressure, 
and a pressure sensor used to feedback the real-time pressure 
of joint. Figure 8 features the hardware components containing 
a valve matrix and a pressure feedback control board to provide 
the regulated pressure to each joint. 

 

D. Intuitive grasping control system for soft robotic hand. 

  We present the intuitive grasping control system based on 
reduced joint-to-joint mapping for humanoid soft robotic hand. 
The whole system is illustrated in Fig. 5. 
  The master system is the LMC-based human hand tracking, 
with two monochromatic IR cameras and three infrared LEDs 
[21-23]. Human hand motion is the direct system input. The 
raw data of human hand information is captured and sent to the 
computer. The data is filtered through a dedicated filter. Then 
the processed data is transferred to the pressure based control 
and actuation system. The actuation system delivers the 
regulated pressure to each joint of robotic hand.  
  For small, light daily objects, successful grasping can be 
realized when soft fingers initiate a close contact with the 
targets. For relatively heavy objects, we set the fully curled 
human finger pose (i.e. a fist) as the robust grasping command, 
which enables the maximum pressure in the soft robotic fingers 
for grasping robustness. All joints of the robotic hand will exert 
the maximum output force in this condition.  
  In addition, a start command recognition was added to avoid 
sudden pose changes at the beginning of LMC capturing the 
human hand pose. The system will start after recognizing a 
thumbs-up gesture of human hand. Then the system will 
instruct you to release your hand and start grasping control. 
When more than one hands are recognized in the LMC 
detection region, the system will automatically stop and set all 
hand joints’ pressure to zero.  

Figure 4. BCL-13 controller structure for a single joint. The dashed 
area presents the feedback control loop. 

Figure 5. Intuitive grasping control system presentation. The master system is the Leap Motion Controller tacking the human hand pose. The acquisition 
data is processed by the software and then transmitted to the actuation system. The slave system, soft robotic hand, is actuated by the actuation system 
following the human hand pose.    
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Ⅲ. GRASPING CONTROL REALIZATION AND PERFORMANCE 

In this section, we present the realization and performance 
of our intuitive grasping control approach, which based on the 
reduced joint-to-joint mapping, for humanoid soft robotic 
hand.   

A. Enhancement for the effectiveness of reduced joint to 
joint mapping. 

At first we present our approach to enhance the 
effectiveness of joint-to-joint mapping. Two methods were 
adopted in our experiments. The first is to reduce the potential 
error in the input data by finding the proper hand pose and 
position. The second is to post-process the captured raw data 
attenuating the effect of undesired behavior caused by noise. 

Although the LMC’s tracking accuracy is excellent when 
stabilized, the dynamic tracking result is prone to error. To 
avoid this problem, most researchers extract gesture 
information from the raw data as an abstract layer and feed to 
their application. However, in our case, we try to directly track 
the angles in real-time, thus we should avoid the oscillations 
and errors, which may be caused during the data capturing. In 
order to identify the best location and angle for LMC 
recognition of the hand pose, we compared different hand 
poses at different points above the LMC at a constant height 
݄ ൌ 20ܿ݉ to check the tracking performance, as shown in 

Fig. 6. Each hand pose in a single testing point was tested for 
20 times, and the number of successful tracking were recorded. 
The results of the success rate are represented by the relative 
circle size in Fig. 7. 
  In Fig. 7(a), the hand pose is to open and close all five 
fingers with the palm facing random direction. This is a 
commonly encountered situation for daily grasping. In our test, 
the success rate ߙ was closely related to the normal distance 
of the hand to the x axis of the leap motion device. In Fig. 7(b), 
the hand pose is to open and close the index and middle finger 
of the left hand with all other digits closed and palm facing 
down. The results showed an uneven distribution, which 
favors the left side of the leap motion. On the contrary, with 
the right hand assuming the same pose, the higher success rate 
area is on the right (Fig. 7(c)). This can be explained by the 
detection principle of leap motion which relies on infrared 
light tracking. The index and middle fingers of the left hand 
would be subjected to a more reliable detecting on the left than 
on the right, where the hand itself would pose an obstruction. 
This is also demonstrated in Fig. 7(d). With the same hand 
pose but with the palm facing up, the success rate ߙ  is 
nowhere satisfactory. From this experiment, we can see that 
there is no fixed point for reliable measurement of the hand 
pose. The best solution to improving the success rate is 
exposing the relevant fingers directly on the leap motion 
platform without obstruction. 

Figure 6. The experimental setup schematic.  Figure 8. The data post-processing result.   

Figure 7. The success rate of different hand poses in different positions at a constant height. (a) Opening and closing of all five fingers. (b) Bending and 
stretching of the middle finger and index finger of the left hand, with other digits closed and palm facing down. (c) Bending and stretching of the middle 
finger and index finger of the right hand, with other digits closed and palm facing down. (d) Bending and stretching of the middle finger and index finger 
of the right hand, with other digits closed and palm facing up. 

(a) (b) (c) (d) 
Success rate α = 100% Success rate α = 10% 
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To obtain a smoother angle command, a Kalman filter of 
constant velocity model was used [32]. Assuming the process 
model has an acceleration following a normal distribution with 
mean ߤ ൌ 0, and variance ߪଶ, as 

   ቂ
௧ାଵݔ
ሶ௧ାଵݔ

ቃ ൌ ቂ1 ݐ݀
0 1

ቃ ቂ
௧ݔ
ሶ௧ݔ

ቃ ൅ ቈ
ଵ

ଶ
ଶݐ݀

ݐ݀
቉ ሷ௧ݔ .            (1) 

And the model uncertainty could be written as  

ቈ
ଵ

ଶ
ଶݐ݀

ݐ݀
቉ ,ሷ௧~ܰሺ0ݔ ܳሻ,                 (2)  

where  

ܳ ൌ ቎

ଵ

௧
ସݐ݀ ଵ

ଶ
ଷݐ݀

ଵ

ଶ
ଷݐ݀ ଶݐ݀

቏  ଶ.               (3)ߪ

The measurement model is 

௧ݖ ൌ ሾ1 0ሿ ቂ
௧ݔ
ሶ௧ݔ

ቃ ൅  (4)                 ,ݒ

where ݒ~ܰሺ0, ܴሻ.  Different combinations of ܳ  and ܴ 
would result in different following manners. In this paper, we 
tried to negotiate between tracking accuracy and smoothing. 
Therefore, we chose an update rate ݀ݐ ݏ20݉ ଶߪ , ൌ
100000 and ܴ ൌ 0.1. The result of the middle finger MIP 
joint after implementing the Kalman filter is shown in Fig. 8. 
The filtered angle matched the measured data well and 
smoothed the oscillations to reduce the tremor of the robotic 
hand. 

B. Intuitive grasping control performance.  

  In this section, we present the performance of the intuitive 
grasping control for humanoid soft robotic hand based on the 
reduced joint-to-joint mapping.  
  Three tests were conducted to present the grasping control. 
The first one is the individual finger motion control. The 
second test is the whole hand motion control. The third test is 
the grasping control of real objects. 
  The individual finger control performance is presented in 
Fig. 9(a-d). The 3-DOF humanoid fingers could mimic human 
finger bending better than 1-DOF counterparts in existing 
works, with the fingertip trajectory reaching a human-finger-
like workspace. The success rate of individual finger control 
was 100% when the human hand was positioned in the best 
recognition area of LMC.  
  The whole hand grasping control performance is presented 
in Fig. 10. When the human hand poses a grasping gesture, the 
humanoid soft robotic hand will mimic the human hand motion 
to bend all fingers as shown in Fig. 10(a). We used a mango as 
an object for grasping. Fig. 10(b) presents a mango was sent to 
the grasping region of BCL-13. Fig. 10(c-d) present two kinds 
of successful grasping approaches toward the mango. The 
grasping dynamic process is presented in our attached video. 
The success rate of mango grasping was 100% when the human 
hand was positioned in the best recognition area of LMC. 
  The intuitive grasping control for daily objects was realized 
with a 6-axis manipulator. The manipulator in this study was 
controlled by a 3D mouse. We mounted the soft robotic hand 
on the end of the manipulator. The manipulator enabled the soft 
robotic hand to reach for the objects in the grasping range. The 
grasping targets were on the ground or handed by humans. The 

 

 

human hand above the LMC provided the grasping command 
to the BCL-13. For small, light objects, the BCL-13 can 
successfully grasp them when fingers form a closure region 

Figure 9. The finger motion tracking performance. (a) Thumb motion 
tracking. (b) Index finger motion tracking. (c) Middle finger motion 
tracking. (d) Ring finger motion tracking. 

(a) (b) 

(d) (c) 

Figure 10. Real grasping performance on a mango. (a) Hand grasping 
condition. (b) Preparing for grasping. (c) Four fingers grasping a 
mango. (d) Two-finger pinch for a mango. 

(a) (b) 

(c) (d) 

Figure 11. Daily object grasping with intuitive grasping control. (a) 
Garlic. (b) Ginger. (c) Metal Clasp. (d) Cherry. (e) Eggplant. (f) 
Screwdriver. (g) Pliers. (h) 700g Water bottle.    

(a) (b) (c) (d) 

(e) (f) (g) (h) 
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around the objects (Fig. 11(a-d)). For heavier, larger objects, 
grasping can be realized by assuming the fist pose command 
(Fig. 11(e-h)). The robotic hand will be set to the maximum 
pressure in each joint for the maximum payload. Up to 700g 
water bottle can be firmly grasped by the soft robotic hand, as 
shown in Fig. 11(h). Under the maximum grasping force 
exertion, the hand will still maintain compliant interaction with 
the objects. Delicate objects like fruits and vegetables were 
undamaged under the maximum force grasping. With the 
intuitive grasping control, the soft robotic hand can provide 
suitable payload for daily objects and maintain inherent safety.  

Ⅴ. CONCLUSION AND FUTURE WORK 

In this paper, we presented an intuitive grasping control 
approach for dexterous humanoid soft robotic hand, BCL-13. 
This approach is based on the reduced joint-to-joint mapping, 
which enables the 13-DOF humanoid soft robotic hand to 
replicate the human hand pose tracked by the Leap Motion 
Controller. We compared three different hand kinematic 
models, human hand model, Leap hand model, and the soft 
robotic hand model, for kinematic mapping towards grasping 
control. The whole system design and realization were 
illustrated in detail. Implementation of the intuitive grasping 
control on the BCL-13 hand was presented. For object 
grasping, soft robotic hand with inherent compliance could 
adapt to the shape of the grasping target by passively adjusting 
the contact area. With high dexterity of 13 DOFs, the 
humanoid hand can mimic the human hand to realize various 
hand functions. The grasping control performance of the soft 
robotic hand provides a promising approach for dexterous 
humanoid soft hands working in human-centered 
environments, requiring dexterous hand grasping function and 
safe human-robot interaction.  

Future works include: refining the humanoid soft robotic 
hand to realize more dexterous human hand functions; adding 
real-time position feedback control for the soft robotic finger; 
combining the manipulator control with the intuitive grasping 
control, so that the complete grasping system could be 
controlled by the human hand poses. Thus, the robotic 
manipulator can follow the motion of human arm and the 
robotic hand can grasp the target; further investigations on soft 
robotic hand control and strategies for improving grasping 
adaptability and reliability. 
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